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Alejandro has dedicated his career to promoting
inclusive public policy solutions that address the
structural inequalities faced by historically
underrepresented and underserved communities.
His focus areas include broadband policy, LGBT
inclusion, racial and social justice, economic
opportunity, civil rights, and creating new
pathways to achieve a more diverse tech workforce.,







"The internet unlocked human curiosity and access to information and
artificial intelligence is now set to transform our world—enhancing
productivity, revolutionizing healthcare and education, reshaping
industries, and providing hyper personalized solutions that will disrupt
every aspect of our lives — all while raising crucial ethical and
philosophical questions about our future." — Alejandro Roark




THE GOOD

Al has the potential to
enhance corporate
efficiency, boost
profitability, improve
customer relations, and
provide a competitive edge
through process and
systems innovation and
data-driven strategies.

THE RISKS

Al can reinforce existing
biases, disadvantage certain
individuals, and lead to unfair
surveillance or privacy
concerns or exclude
individuals from non-
traditional backgrounds —
undermining fair treatment
and equal opportunity goals.

@)

THE OPPORTUNITY

Al can help identify and
mitigate unconscious biases
in organizational processes,
like hiring, performance
evaluations, and resource
allocation, while also enabling
personalized learning and
engagement strategies to
foster a more inclusive
workplace



. Increased Efficiency and Automation

. Improved Decision-Making

. Enhanced Customer Experience

. Cost Reduction

. Enhanced Security

. Innovation and Competitive Advantage

. Improved Human Resource Management

IBM Watson and Chatbots: Companies like H&M and Macy's use Al-
driven chatbots powered by IBM Watson to handle customer service
inquiries.

Unilever’s Al-Driven Hiring Process: Unilever uses Al in its recruitment
process to screen resumes, evaluate video interviews, and analyze
candidates’ behavior.

Workday and Employee Sentiment Analysis: Workday, an Al-driven HR
platform, uses predictive analytics to assess employee sentiment,
engagement, and likelihood of leaving.

Netflix and Personalized Content Recommendations: Netflix uses Al to
analyze viewing habits and recommend personalized content to users. By
offering tailored recommendations, Netflix keeps users engaged for longer
periods, boosting customer retention and engagement.

UiPath in Financial Services: UiPath provides robotic process automation
(RPA) tools that automate routine administrative tasks in finance, such as
invoice processing, fraud detection, and regulatory compliance.

PayPal’s Fraud Detection System: PayPal uses Al and machine learning
to detect fraudulent transactions in real time. Al models analyze patterns in
transaction data to flag suspicious activity, reducing the risk of fraud and
chargebacks.



The Secret Bias Hidden in Wrongfully Accused by an
Mortgage-Approval Algorithms Algorithm

In what may be the first known case of its kind, a faulty facial
recognition match led to a Michigan man's arrest for a crime
he did not commit.

Medical Algorithms Are Failing
Communities Of Color

The Best Algorithms Struggle to Recognize Black Faces
Equally

even top-performing tacisl recognition systems miskdentify blacks at rates five 1o 10 times higher
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Judge rules YouTube, Facebook and
Reddit must face lawsuits claiming theh _

January 20, 2023
OpenAl Outsourced Data Labeling to Kenyan Workers Earning Less than
$2 Per Hour: TIME Report

Jaime Hamptor

helped radicalize a mass shooter
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Policy/Regulation

Title VII of the Civil
Rights Act of 1964

Fair Labor Standards
Act (FLSA)

Americans with
Disabilities Act
(ADA)

Equal Pay Act of
1963

Data Privacy
Regulations (e.g.,
CCPA, GDPR)

Al and Algorithmic
Fairness (State Bills
like California AB 13)

Equal Credit
Opportunity Act
(ECOA)
State-Specific
Employment
Discrimination Laws

Workplace Safety
and Health (OSHA)

Jurisdiction Key Areas Covered
Anti-discrimination
Federal (race, color, religion,
sex, national origin)
Minimum wage,
Federal overtime, child labor
regulations
Federal Disability rights in
employment
Federal Gender pay equity
State (CCPA -
Callifornia), Data privacy,
International consumer rights
(GDPR)
Regulation of Al
Staye (e_.g., biases in hiring, data
California)
use, transparency
Prevents
Federal discrimination in
lending decisions
State (e.g., Employment
New York, protections against
lllinois, etc.) discrimination
Federal Worker safety and

health regulations

What Companies Should Track

Ensure hiring, promotion, and workplace practices do not
discriminate based on protected categories.

Track compliance with wage and hour laws, particularly for
Alfautomated systems managing payroll.

Ensure Al systems and workplace policies are accessible to
employees with disabilities.

Review Al-driven salary decisions for potential pay disparities
based on gender.

Comply with state-specific and international data privacy laws
related to employee and consumer data collection, storage, and
use.

Track new Al-specific regulations governing discrimination or bias in
automated decision-making.

Ensure Al-based credit scoring systems do not discriminate based
on race, gender, or other protected factors.

Track and ensure compliance with state-level anti-discrimination
laws that may go beyond federal protections.

Ensure Al tools used in safety monitoring or equipment do not
violate safety standards.

It is important for companies
to stay up to date on these
laws to ensure that their Al
systems, recruitment
strategies, data privacy
practices, and other
operations comply with legal
standards to prevent costly
penalties.

These regulations are
foundational and will ensure
businesses avoid legal risks
and uphold fairness in their
operations.
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Before deploying new Al systems, corporations should ask a range of questions to ensure compliance with
current laws and regulations. These questions help ensure that the technology adheres to privacy, ethical, and

legal standards, and achieved the intended outcome.

Data Privacy and Security

1. What types of data does the Al system collect, and how is it sourced?

2. Is the data collected in compliance with data privacy laws such as GDPR,
CCPA, or others?

Transparency and Accountability

1. How transparent are the Al algorithms in decision-making?

2. Can the Al's decision-making process be explained in understandable
terms for non-experts (especially in high-risk areas like healthcare or finance)?

Bias and Fairness
1. How does the Al system mitigate bias in its outcomes?
2. Has the data used for training been reviewed for bias?

Compliance with Industry-Specific Regulations
1. Does the Al system comply with industry-specific laws or regulations (e.g.,
HIPAA in healthcare, FINRA in finance)

Ethical Considerations

1. Does the deployment of the Al system align with ethical guidelines and
corporate social responsibility objectives?

2. Does the Al system raise ethical concerns, such as job displacement,
automation, or surveillance?

Automated Decision-Making and Impact on Consumers

1. Will the Al system make decisions without human intervention, and if so,
what safeguards are in place to avoid harm?

2. Does the system involve automated decision-making that affects
consumers (e.g., in lending, hiring, or insurance)?

Monitoring and Continuous Compliance

1. What processes are in place for ongoing monitoring of Al performance and
compliance with laws?

2. How often will the system be reviewed or updated to ensure it stays
compliant with evolving regulations?
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